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Abstract. The "RBF U2R" program based on the implementation of the RBF network, the
configuration of which is N-M-K (where N is the number of input neurons; M is the number of basic
functions; K is the number of resulting neurons) was created in Python for detecting the following
classes of attacks: Buffer overflow; Loadmodule; Perl; Rootkit; Normal and using network traffic
parameters from the open KDDCup database. Studies of the accuracy parameter were carried out
during the training epochs of the neural network on the created program.
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Introduction

Formulation of the problem. The creation of an effective network attack
detection system requires the use of qualitatively new approaches to information
processing, which should be based on adaptive algorithms capable of self-learning.
The most promising direction in the creation of similar network attack detection
systems is the use of neural network technology.

Analysis of the latest research. At the current stage, there are various methods
of detecting network attacks: the method of support vectors; clustering algorithm;
genetic algorithms; neural networks. Previously, we have already considered the use
of some neural networks (NN): Multi Layer Perceptron (Multi Layer Perceptron,
MLP) [5] to detect DoS, U2R, R2L, Probe network attacks. Kohonen network or self-
organizing map (Self Organizing Map, SOM) [1]; neural fuzzy network (Adaptive
Network Based Fuzzy Inference System, ANFIS) [2]. But there are also other NNs,
in particular the radial basis function network (RBF) [6]. In addition, none of the
methods provides a complete guarantee of detection of attacks, while different neural
networks detect different network classes of attacks in different ways.

The purpose of the article is to investigate the possibility of using the RBF
network to identify network attacks of the U2R category.

1. Statement of the problem and mathematical apparatus

The rapid development of computer networks and information technology
causes a number of problems related to the security of network resources, which
require effective approaches. The use of neural network technology is the most
rational, because neural networks have the following advantages: solving problems
with unknown patterns; resistance to input data noise; adaptation to changes in the
environment; potential ultra-high speed. In this paper, it is necessary to identify
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network attack classes of the U2R category. U2R network attacks are system attacks
in which a hacker starts a system with a normal user account and tries to abuse
vulnerabilities in the system to gain superuser privileges. This type of attack is
divided into the following classes: Buffer overflow, Loadmodule, Perl, Rootkit.

As a mathematical apparatus, the RBF network, the structure of which is shown
in Figure 1 [6]. The RBF network by its structure refers to a two-layer network,
which uses a hidden layer with a fixed nonlinear transformation of the input vector
with constant weighting coefficients.

v

v

v

Figure 1 — RBF structure

The specificity of the RBF network is that only the weight coefficients of the
linear output layer are adjusted in them, which, in turn, contributes to the rapid
learning process of the network. But the problem of the RBF network is the selection
of the number of radial basis functions. In [3] it is stated that the number of necessary
radial basis functions grows exponentially with the increase in the number of input
variables.

Network traffic parameters from the KDDCup database [4] were used as input
neurons of NN x;...x, (n=3), in particular: duration — length of the connection
(number of seconds); dst _host count — sum of connections to the same destination IP
address; dst host srv_count — sum of connections to the same destination port
number. As the resulting neurons y;..yx (k=5), where y; corresponds to
Buffer overflow; y, — Loadmodule; y3 — Perl; y; — Rootkit; ys — Normal (there was no
attack).

The output of NN is a linear combination of a certain set of basic functions [6]:

M
V@)= X wip - @;(x),
j=1
where w ;. — weighting factors; @ ;(x) — basis functions defined as:
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where u ; — coordinate of the center of the jth RBF function; o ; — the radius of the

jth RBF function.

2. Training and testing the neural network
To identify network attacks of the U2R category using the Python language, the
program "RBF U2R" was created, which is based on the RBF network. State-of-the-
art libraries were used, thanks to which training of the RBF network is carried out

quickly based on Tensorflow and Keras.

A sample of 83 examples is provided for RBF training: Normal — 56;
Buffer overflow — 10; Rootkit — 9; Loadmodule — 5; Perl — 3. In Figure 2 we can see
the process of training NN. As shown, we have chosen 5000 epochs for training. We
can also see the accuracy of NN on each step (epoch) of training. The average
accuracy during the beginning of training is 27.27 %.
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Figure 2 — Training of NN: at the beginning
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In Figure 3 we see the improvement of accuracy of NN. In the ending epochs the

average accuracy is 87.88 %.
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Figure 3 — Training of NN: at the end

In Figure 4 we can see the results of training. The average accuracy during
training is 87.88 %, the average accuracy during testing of NN is 76.47 %.

Layer (type) Output Shape Param #
module_wrapper (ModuleWrapp (None, 34) 102

er)

module_wrapper_1l (ModuleWra (None, 34) a

pper)

dense (Dense) (None, 5) 175
activation (Activation) (None, 5) a

Total params: 277
Trainable params: 277

Non-trainable params: @

1/1 [==============================] - Bs &65ms/step - loss: B.8792 - accuracy: 0.7647
test loss: B0.087924439758062363
test accuracy: 7&6.47058963775635 %

3 Bookmarks

Process finished with exit code @
1

Structure

Figure 4 — Testing of NN

3. Research
The created program "RBF U2R" was used to study the accuracy parameter of
the neural network during training for 5000 epochs (Figure 5).
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Figure 5 — Accuracy Loss diagram during training of NN

Conclusions

To identify network attacks of the U2R category by means of the RBF network,
the "RBF U2R" program was created in Python using the KDDCup database. The
average accuracy during training is 87.88 %, the average accuracy during testing of
NN is 76.47 %. In addition, a study of the accuracy parameter by epochs of RBF
network training based on the use of the created program was carried out.
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Anomauia. Cmeopena 6 Python npoepama « RBF U2R» na ocrosi peanizayii mepeoici RBF,
koHgicypayis sikoi N-M-K (de N — kinvkicms 6xionux Hetipouie;, M — Kinbkicmv 0A3UCHUX DYHKYIL,
K — kinekicms pe3ynomytouux Heupowuis) O/ GUAGNEHHS HACMYNHUX MEPEeNCHUX KIAcCie amak:
Buffer overflow; Loadmodule; Perl; Rootkit; Normal ma 3 euxopucmanuam napamempis
mepedicnoco mpaghiky i3 eiokpumoi 6aszu KDDCup. [lpogedeno 0ocniodxcenHs napamempy
Accuracy 3a enoxamu Ha84aHHs HEUPOHHOI MePENHCi HA CIMBOPEHILl NPOSPAMI.
Knwwuoesi cnosa: amaxa, knac, mpagix, ¢pynxyisn I'ayca, HaguanHs, mecmy8ants, MoyHICMb.

ISSN 2663-5712 35 www.sworldjournal.com





