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Abstract. As a research method, multi layer neural network (MLNN) configurations 41-1-X-4
were used, where 41 is the number of input neurons, 1 — the number of hidden layers; X — the number
of hidden neurons, 4 — the number of resultant neurons created using the Neural Network Toolbox of
the MatLAB system, to detect U2R network attacks: yl — Rootkit attack, y2 —Buffer overflow attack,
v3 — Loadmodule attack, y4 — No attack. Using the open database of NSL-KDD network traffic
parameters on the created MLNN, a study of its error and number of epochs at different number of
hidden neurons (25, 35 and 45 was carried out using different training algorithms: Levenberg-
Marquardt; Bayesian Regularization; Scaled Conjugate Gradient. It is determined that the smallest
value of the MLNN error was based on the use of the hyperbolic tangent as a function of activating a
hidden layer according by the Levenberg-Marquardt training algorithm, and it is enough to have 25
hidden neurons. An assessment of the quality of detection of U2R attacks on MLNN configuration 41-
1-25-4 at its optimal parameters was carried out. It is determined that errors of the first and second
kind are 9 % and 10 %, respectively.

Keywords: U2R, traffic, NSL-KDD, MLNN, hyperbolic tangent function, MLNN error, error of
the first kind, error of the second kind.

Introduction

Formulation of the problem. The modern development of information technology
is increasing the number and variety of network attacks every year, which poses a threat
to computer networks. Detection of such attacks using neuronetwork technology is
extremely important at the present stage.

Analysis of the latest research. One of the most common attacks is U2R (User to
Root) network attacks, which allow attackers to gain administrator rights. To detect
U2R network attacks, radial basis function network (RBF) is proposed in [2], and
Kohonen network self-organizing map (SOM) in [3], but there is also a multi layer
neural network (MLNN), which requires additional research.

The purpose of the article is development of a methodology for determining the
U2R attacks by means of neural networks. In accordance with the purpose, the
following tasks are set: creation of a MLNN; study of optimal parameters on the
created MLNN; determination of error of the first and error of second kind on the
created MLNN.

1. Statement of the problem and mathematical apparatus

U2R network attacks are system attacks in which a hacker starts a system with a
normal user account and tries to abuse vulnerabilities in the system to gain superuser
privileges. This type of attack is divided into the following classes: Buffer overflow,
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Loadmodule, Perl (but it was not considered due to a lack of examples), Rootkit. As a
mathematical apparatus, the MLNN configuration 41-1-X-4, where 4 is the number of
input neurons; 1 — the total number of hidden layers; X — the total number of neurons
of hidden layer; 4 — the number of resultant neurons (yl — Rootkit attack, y2 —
Buffer overflow attack, y3 — Loadmodule attack, y4 — No attack), and the structure of
which is shown in Figure 1.

Figure 1 — MLNN configuration 41-1-X-4

The first layer of MLNN has X1...X41 neurons (these are the parameters of
network traffic), which are summarized in Table 1.

Table 1 — List of neurons of the first layer of MLNN

Hertipon Haszea Onuc
1 2 3

X1 duration connection duration

X2 protocol type protocol type

X3 service service used in the connection

X4 flag checkbox indicating the status of the package

X5 src bytes number of bytes sent from source to destination

X6 dst bytes number of bytes sent from destination to source
indicates whether the connection is a Land attack

X7 land
(1 -yes, 0-no)

X8 wrong fragment number of irregular snippets

X9 urgent number of high priority packets

X10 hot number of “hot” (frequently visited) destinations

X11 num_failed logins | number of unsuccessful login attempts

12 logged in f:heckbox indicating whether or not you have logged
1n system
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X13

num_compromised

number of compromised systems associated with the
package

X14 root shell indicates whether it has been installed root shell
heck indicati heth t the privil
X135 su_attempted chec l:‘)ox indicating whether or not the privilege
- elevation command has been attempted
X16 num_root number of teams from root
X17 num file creations | number of files created
X18 num shells number of skins performed during a session
X19 num_access_files number of files with access
X20 num outbound cmds | number of outgoing commands
91 is host login f:heckbox indicating whether or not you have logged
- = in as a host
X2 is_guest login checkbox indicating whether or not you signed in as
— - a guest
X23 count number of last-second connections to the host
number of connections to one service in the last
X24 srv_count
- second
X25 serror rate frequency of connections with errors (service errors)
%26 v serror rate frequency Qf connections to the same service with
- — errors (service errors)
X27 rerror _rate frequency of connections with errors (system errors)
frequency of connections to the same service with
X28 Srv_rerror rate
- - errors (system errors)
%29 same STV rate frequency of connections to one service with the
- - same type of service
X30 diff srv rate frequency of connections to different services
31 srv diff host rate frequency' of connections to different hosts for the
- = = same service
30 dst host count number of unique hosts to which the connection took
- = place
f unique hosts to which tions t
X33 dst host srv count number of unique hosts to which connections to one
- = = service have occurred
X34 dst host same srv_ | frequency of connections to one service on one host
rate
%35 | dst host diff srv rate frequency of connections to different services on the
- = = = same host
36 dst host same src_ | frequency of connections from one source port to
port_rate one destination port
37 dst host srv_diff host | frequency of connections to different hosts for the
rate same service on the same host
38 dst host Serror rate frequgncy of connections to a single host with errors
- = — (service errors)
%39 dst host srv_serror | frequency of connections to one service on one host

rate

with errors (service errors)
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frequency of connections to a single host with errors

X40 dst host rerror rate
- = — (system errors)

dst host srv _rerror | frequency of connections to one service on one host

X41 )
rate with errors (system errors)

2. Sample preparation

Based on an open database NSL-KDD [1] a sample of 40 examples (10 examples
for each case) was compiled, a fragment of which is shown in Figure 2. The sample
fragment for neurons of the result layer of MLNN is presented in Figure 3.

98000 621 83600110151014100000 1 1 0 000 1 O 025 4002002 0 0 O 0 0 O
7080001727 24080 000001600 7000000 21 0 000 1 0 0255 3001002 0 0 0 0 0 O
0120 4 ooo00000000 OOOOOOO0 22 0 000 1 0 0 2 2 1 005 O0 0 0 0 O
61000 294 3929000001010 4100000 1 1 0 000 1 O 025 4002002 0 0 0025073025
0120 32 0000000000 OOOOOOO0 11 0 000 1 O 0255 1 0002 O O O O O O
0010 0 56%O000001000 000000011 0 000 1 0 0 18 1 0 1002 0 0 0 O
0010 0 588000001000 000CGO0O0 22 0 000 1 0 0 2 2 1 0 1 0 0 0 0 O
1790001558 2855000201410 0100000 11 0 000 1 0 0 2 2 1 005 O0 0 0 0 O
1130006274 16771000501210 00000600 1 1 0 00O 1 0 0 1 1 1 0 1 O 0 0 0 O
1690001567 2857000301410 010000011 0 000 1 0 0 1 1 1 0 1 0 0 0 0 O
0010 0 2072000101010 0000000 4 3 0 00007505 0 3 5 1 0 1040 0 0 0 O
0010 0 5014000001000 0000000 3 2 0 000067067 0 2 4 1 0 105 0 0 0 O
79000 281 1301000201110 O42000011 O 000 1 O 0 110 1 O 1030 0 O 0010
103000 302 8876000201410 342100011 0 000 1 0 0 1 1 1 0 1 0 0 0 0 O
31000 142 1278000001000 01000001 1 O 000 1 O O 5 3060060020 0 0 0 0 O
0010 491 0000000000 0000000 2 2 0 000 1 O 015 25017003017 O 0 0005 O
0120 146 0000000000 OOO0O00013 1 0 000008015 0255 1 0060088 0 0 0 0 O

0030 232 8153000001000 0000000 5 502002000 1 0 0 30255 1 0003004003001 0001
0030 199 420000001000 00000003032 0 000 11 0009255255 1 0O O O O O O O
0030 287 2251000001000 0000000 37 0 000 1 0043 8219 1 0012003 0 0 0 O

Figure 2 — Sample fragment for neurons of the first layer of MLNN

1 0 0 0
1 0 0 0
1 o0 0] 0
1 0 0 0
1 0 0 0
0 1 0 0
0 1 0 0
0 1 0 0
0 1 0 0
0 1 0 0
0 (o) 1 0
0 (o) 1 0
0 (o) 1 0
0 (o) 1 0
0 0 1 0
0 0 0 1
0 0 0 1
0] o 0] 1
0 0 0 1
0 0 0 1

Figure 3 — Sample fragment for neurons of the result layer of MLNN
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3. Creation, training and testing the MLNN
With the help of the Fuzzy Logic Toolbox package, MatLAB created MLP
configuration 41-1-25-4 (where 4 is the number of input neurons; 1 — the number of
hidden layers; 25 — the total number of neurons of hidden layer; 4 — the number of
resultant neurons), which is shown in Figure 4.
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Figure 4 — Created by MLNN 41-1-25-4 in the MatLAB system
Authoring

The results of MLNN training and testing are presented in Figure 5. As can be
seen from the figure, the error of MLNN was 0.08 during testing (Levenberg-

Marquardt algorithm).
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Figure 5 — MLNN training and testing (Levenberg-Marquardt algorithm)
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4. Exploration of MLNN parameters

In addition, on the 41-1-X-4 configuration created by MLNN, studies of its error
were carried out on samples of 40 examples using various training algorithms:
Levenberg-Marquardt; Bayesian Regularization; Scaled Conjugate Gradient (Figure
6). On the configuration 41-1-25-4 created by the MLNN, the values of errors of the
first and second kind are 9 % and 10 %, respectively.
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Figure 6 — MLNN number of epochs and MSE for different hidden neurons
Authoring
Conclusions

1. To detect U2R attacks, a MLNN of configuration 41-1-X-4, where 4 is the
number of input neurons; 1 — the number of hidden layers; 25 — the total number of
neurons of hidden layer; 4 — the number of resultant neurons (y1 — Rootkit attack, y2
— Buffer overflow attack, y3 — Loadmodule attack, y4 — No attack).

2. In the MatLAB system, with the help of the package Neural Network Toolbox,
an MLNN configuration 41-1-X-4 was created, a hyperbolic tangent was taken as a
function for activating the hidden layer, of the resulting layer is a linear function. It
was determined that the MSE was approximately 0.08 according to the Levenberg-
Marquardt algorithm on a sample of 40 examples, the data for which were taken from
the NSL-KDD database (10 examples for each case).

3. On the 41-1-X-4 configuration created by MLNN, MSE and the number of
epochs of training at different numbers of hidden neurons were studied using different
training algorithms on samples of different lengths. The optimal parameters of MLNN
have determined.

4. An assessment of the quality of detection of U2R attacks on MLNN
configuration 41-1-25-4 at its optimal parameters was carried out. It is determined that
errors of the first and second kind are 9 % and 10 %, respectively.
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Anomauia. Y sikocmi memooy 00CioHceHHsI GUKOPUCMAHO 0A2amMOWaApo8y HeUPOHHY Mepedxcy
Kon@ieypayii 41-1-X-4, 0e 41 — kinvkicmo 6xiOHUX HelpoHi8, | — KinbKicmb npuxo8anux wapie, X —
3a2a1bHA KITbKICMb NPUXOBAHUX HEUPOHIE, 4 — KINbKICMb pe3ylbmylouux HeUpoHie, o Cmeopend 3a
oonomozorw naxema Neural Network Toolbox cucmemu MatLAB, 013 susienenus mepedicesux amax
xkamezopii U2R: y1 — amaxa Rootkit, y2 — amaxa Buffer overflow, y3 — amaxa Loadmodule, y4 —
gi0cymHuicmes amaku. 3 6UKOPUCMAHHAM 8I0KPUMOI 0A3U OaHUX NAPAMempis Meperceso20 mpagiky
NSL-KDD na cmeopenitl HetipOHHIl Mepedici nPo8edeH0 O0CIIONCEHHS iT NOXUOKU Ma KilbKOCHI enox
HABYAHHA NPU PI3HIU KIIbKOCMI NPpUXxo8anux Heupouie (25, 35 ma 45) 3a piznumu aneopummamu
Hasuanus: Levenberg-Marquardt; Bayesian Regularization; Scaled Conjugate Gradient.
Jocniooiceno, wo HailimeHwie 3HAYEHHS NOXUOKU HEUPOHHOI MepedxCi CKIAN0 3 BUKOPUCHAHHAM
2inepboniuno20 maneeHcy y AKocmi QYHKYIi axmueayii npuxo8amoco wiapy 3a ancopummom
Haeuannsi Levenberg-Marquardt, npu yvomy oocmamuvo mamu 25 Npuxo8aHux HeUpoHis.
Ilposedeno oyinioeanns sakocmi eusenienHs mepedcesux amax kameeopii UZR na neupomepedrci
Kon@ieypayii 41-1-25-4 npu it onmumanvhux napamempax. Busnaueno, wo nomuika nepuioco ma
0pyeoeo pody ckaaodae 9 % ma 10 % 6ionosiono.

Knrowuoei cnoea: U2R, mpaghix, NSL-KDD, MLNN, einepboniunuii maneenc, noxubxa, NOMuiKa
nepuLoeo pooy, HOMUIKA OPY2020 POOY.
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